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Abstract--An empirical correlation is presented for the condensation of pure vapor on a subcooled. 
turbulent liquid with a shear-free interface. The correlation expresses the dependence of the condensation 
rate on fluid properties, on the liquid-side turbulence (which is impoged from below), and on the effects 
of buoyancy in the interracial thermal layer. The correlation is derived from experiments with steam and 

water, but under conditions which simulate typical cryogenic fluids. 

1. INTRODUCTION 

C O N D E N S A T I O N  o f  pure vapor at a turbulent liquid 
interface is a liquid-side heat transfer process, the rate 
being limited by the turbulent transport of  the latent 
heat from the interface to the bulk of  the liquid. Theo- 
retically, this is still an unsolved problem, largely 
because the structure of  the turbulence very near the 
free surface is still open to speculation. At  lower tur- 
bulence intensities the condensation problem is fur- 
ther complicated by stable thermal stratification at the 
interface, with attendant turbulence damping. Sim- 
plistic models have been proposed for the analogous 
gas absorption problem, where thermal stratification 
is absent [1-8]. However, each of  these models is tail- 
ored largely to specific experimental conditions. The 
models disagree with each other, and there is no con- 
sensus on a unified model which expresses the con- 
densation rate in terms of  the local turbulence par- 
ameters and fluid properties (e.g. see ref, [9]). Progress 
toward such a model has been hindered not only by 
the lack of  understanding of  the interracial turbulence 
structure, but also by the fact that accurate com- 
parison with experiment has been difficult: the tur- 
bulence parameters which appear in a general model 
(e.g. turbulence intensity and turbulence macroscale) 
have not been directly measured in most investigations 
of  condensation. 

Simultaneous data on vapor condensation rate and 
liquid-side turbulence are relatively scarce. Thomas 
[10] made measurements with steam and water in 
several different systems in which turbulence was 
imposed on the liquid from below, without shear on 
the interface. Jensen and Yuen [11] report measure- 
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ments in a channel flow in which the liquid-side tur- 
bulence was induced largely by' interfacial shear from 
the steam side. Ueda et al. [12], Mizushina et al. [13], 
Komori  et al. [14, 15] and Ogino [16] have published 
significant basic data on the turbulence structure in a 
channel flow with interracial heat transfer. They did 
not, however, report simultaneous measurements of 
the heat transfer rate at the interface, and their 
measurements of  turbulent diffusivity do not cover 
the very thin region near the free surface where most 
of  the temperature drop occurs when buoyancy effects 
are not dominant.  

More recently. Sonin et al. [9] investigated the con- 
densation of  pure steam on a shear-free water inter- 
face, on which a calibrated turbulence was imposed 
from below. Using relatively high turbulence inten- 
sities where buoyancy effects were negligible, they con- 
cluded that the condensation rate could be correlated 
in terms of a constant Stanton number based on the 
liquid-side turbulence intensity. 

In this paper we present a more general empirical 
correlation for the rate of  pure vapor condensation 
on a turbulent subcooled liquid. The correlation 
accounts not only for the dependence on the inter- 
facial turbulence conditions, but also establishes the 
dependence on liquid-side Prandtl number and buoy- 
ancy. One of  the major objectives of this work has 
been to obtain a rate correlation that can be applied 
to predict the condensation rate of  cryogenic fluids 
under a broad range of  turbulence conditions. 

The present work is based on experiments with 
steam and water, and generalized to other fluids by 
means of  scaling laws (Section 5). Our apparatus is 
similar to the one used in ref. [9], but experimental 
accuracy has been improved, the system has been 
modified to operate over a range of  saturation con- 
ditions, and our data correlation is based on more 
precise information on the turbulence structure in the 
system (Section 3). Our correlation covers the scaling 
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NOMENCLATURE 

cp specific heat at constant pressure Vb 
[J kg- t  K -I  ] 

d nozzle exit diameter, Fig. 1 [m] 
D test cell inside diameter, Fig. 1 [m] y 
f frequency [Hz] 
g gravitational (or reference frame) 

acceleration [m s-  2] z 
Gr Grashof number, equation (39) 
h)-g latent heat of condensation [J kg- ~] 
Ja Jakob number, equation (17) z~ 
k turbulence intensity in k-e model 

[m-' s-  2] 
l turbulence macroscale [m] 
L length scale in k-e turbulence model, 

k3!2/e [m] 
rh condensation mass flux across interface 

[kg s-  I m-  2] 
Q volume flow rate circulating through 

system. Fig. 1 [m 3 s-  ~] 
r radial coordinate [m] 
R(t) Eulerian autocorrelation function 

measured at a fixed point, equation (8) 
Re Reynolds number, equation (17) 
Re, system Reynolds number, Q dv 
Ri Richardson number, equation (17) 
St condensation Stanton number, equation 

07) 
Sto reduced Stanton number, equation (37) 
t time [s] 
t" characteristic time, equations (7) and (9) 

Is] 
T absolute temperature [K] 
Tb value of Ta extrapolated to the interface, 

Fig. 7(b) [K] 
Ta temperature in bulk of liquid, outside 

interracial layer, Fig. 7(b) [K] 
T~ liquid saturation temperature [K] 
AT liquid subcooling, Ts -  Tb [K] 
u~ condensation induced bulk flow, rh/pb, 

equation (20) [m s-  ~] 
v r.m.s, value ofeither the horizontal or 

vertical component of turbulent 
velocity [m s-  t] 

value of v extrapolated from the bulk 
liquid to the surface disregarding the 
interfacial layer, Fig. 7(a) [m s-  J] 
coordinate measured vertically 
downward from the surface into the 
bulk liquid, Fig. 1 [m] 
coordinate measured vertically upward 
from the nozzle exit into the bulk 
liquid, Fig. 1 [m] 
elevation of surface from nozzle exit, Fig. 
I[m].  

Greek symbols 
thermal diffusivity [m'- s -  t] 

aT turbulent thermal diffusivity, equation 
(22) [m" s- '1 

(~TB turbulent thermal diffusivity outside the 
interfacial layer, Fig. 7(c) [m: s-  ~] 

fi coefficient of thermal expansion [K-  ~] 
6 thermal layer thickness, equation (18) 

[ml 
6v viscous layer thickness [m] 

viscous dissipation rate in k-e model 
[m'- s-31 

). thermal conductivity [kg m s- 3 K -  ~] 
A integral turbulence length scale, equation 

(9) [m] 
/~ viscosity [kg m-  i s-  ~] 
v kinematic viscosity [m-' s-  ~] 
p density [kg m -  3] 

statistical property, equations (31) and 
(32) Is] 

c~(Re,) function defined in equation (3) 
• ( f )  Eulerian time spectrum, equation (I1) 

[m-' s-'1. 

Subscripts 
b liquid at bulk temperature (extrapolated 

to interface) 
g vapor 
s liquid at saturation temperature. 

parameters characteristic of most c~ogenic fluids, 
and establishes the dependence of the condensation 
rate on the liquid and vapor properties, the liquid- 
side turbulence intensity and turbulence macroscale, 
and the effects of buoyancy. 

2. TEST CELL 

Experiments were performed with steam and water 
in a test cell (Fig. 1) which is geometrically similar to 
those used in ref. [9]. The cell consists of a pyrex tube 

of inside diameter D, partially filled with water. A 
statistically steady turbulence is generated in the water 
by a single submerged nozzle located far below the 
interface (z~ >> d, where z~ is the interface elevation 
relative to the nozzle exit and d the nozzle diameter), 
so that the region near the interface is in the far field 
of  the jet. The water is circulated in a closed loop, 
with the temperature controlled by a heat exchanger. 
Sufficiently far from the nozzle (about z > 3D), this 
system produces an essentially bulk-flow-free tur- 
bulence which is approximately isotropic in the hori- 
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FIGI t. Schematic of test cell. 

zontat plane but decays with elevation z from the 
nozzle. The turbulence intensity can be easily con- 
trolled via the volume flow rate through the nozzle. 
The integral length scale is locked to the tube diameter 
(see Section 3) and can be controlled via system size. 
All the condensation measurements reported here 
were made with the water elevation at 3.67 system 
diameters above the nozzle exit, i.e. with z j D  = 3.67. 

Two test cells were used for the condensation tests, 
with diameters D of  10.2 and 3.8 cm and nozzle exit 
diameters d of  0.42 and 0.16 cm, respectively, so that 
the ratio D/'d was 24 as in the systems of  ref. [9]. A 
larger cell with D = 15.3 cm was used for the tur- 
bulence study with a laser Doppler velocimeter. The 
smaller systems were required for the condensation 
tests to attain the higher pressures and temperatures 
at w'hich water has the tow Prandtl numbers of  liquid 
cryogens. All three test cells were geometrically 
similar, including the nozzle diameter (D/d  = 24) and 
nozzle geometry (length/d = 6.3, with the inlet lip 
rounded with a radius of  curvature of  about  0.5d). 

Pure steam from the MIT  steam supply was admit- 
ted to the test section, and allowed to exhaust via a 
central port at a slow rate (see also Section 4). The 
steam was passed through a commercial s team-water  
separator and into a 75 dm 3 settling tank before being 
routed to the test cell. The settling tank was vented 
slowly at the bot tom to help remove residual moisture, 
etc. All parts of  the steam supply system, from 
upstream of the settling tank to the top part of  the 
test cell, were heated with strip heaters and insulated, 
The water was tap water. Operating pressures ranged 
from 0.11 to 0.37 MPa, corresponding to saturation 
temperatures from 103 to 141 =C, and bulk water tem- 
peratures ranged from 37 to 118=C. 

3. TURBULENCE CALIBRATION 

3.1. Video measurements q f  r.m.s, velocity at centertine 
Consider the turbulent flow field in the liquid at an 

elevation z which is sufficiently far from the nozzle to 
be in the far field of  the jet (i.e. z >> d), but not so 
close to the surface that z is in the interracial layer. 
Sonin et al. [9] argued that, at the high Reynolds 
numbers where the jet is fully turbulent, the r.m.s. 
value c of  a component  of the velocity fluctuation will 
obey the scaling law 

t'(r, :) = (Q Dd) . f (Re , .  r,D, : D) (I) 

where Q is the volume flow rate circulating through 
the system (Fig. 1), and 

Re ,  = Q dv (2) 

is a system Reynolds number based on the charac- 
teristic speed Q Dd. Experiments showed that at 
3.1 < : D  < 4.2. the r.m.s, velocity near the s,,stem 
centerline is given by 

c(().:) > &(Rc, ) (Q Dd) e i : : ,  (3> 

Sonin et al. [9] seeded the flow with 3 mm diameter 
polypropylene spheres (specific gravity 0.91). filmed 
the motion at 120 frames per second, and deduced the 
vertical and horizontal velocity components of  the 
particles by measuring particle displacement between 
successive frames. Their  measurements in a 15.3 cm 
diameter cell showed that ~ ( R e , )  ~- 21.8 for 
Re ,  > 2.5 x 104. Data taken in a 3.8 cm diameter ceil 
at lower Reynolds numbers indicated higher values of 
(~(Re,), of the order of  30-35, suggesting that ~ ( R e , )  
increases at lower Reynolds numbers. The nozzle in 
their smaller cell was, however, not exactly' similar in 
length and inlet shape to the one in the larger, and the 
seed particles were fairly sizable (8% of D) relative to 
the smaller cell's diameter. 

We have repeated the video measurements in a 3.8 
cm cell which is completely similar to the larger one, 
using smaller polystyrene spheres (average diameter 
0.4 mm. actual diameter 0.14).8 ram) with specific 
gravity 1.05. The video camera was focused on the 
test cell axis and data were taken near the centerline, 
in a 'window" with horizontal boundaries at z/D = 
3.67+0.13 and vertical boundaries at r / D =  +0.13. 
The free surface was set at a height z , D  = 5.8, 
i.e. well above the test window, so that the ~elocity 
measurements would represent data in the bulk of 
the liquid far below the interface. 

Figure 2 shows the data for the r.m.s, values of  the 
fluctuating vertical and horizontal velocity com- 
ponents, expressed in the dimensionless form ~ ( R e , )  
defined by equation (3). The new data for the smaller 
system are in the region Re ,  < 2.5 x 104; the data for 
Re,  > 2.5 x 104 are those taken by Sonin et al. [9] in 
their larger system. Each point in our new data set is 
derived from a minimum of 200 velocity measure- 
ments, vs 60 in the data of  Sonin et al. [9]. 

The new data do not show a clear rise in ~b(Re,) at 
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FIG. 2. Calibration of turbulence intensity at centerline of 
test cell. 

lower system Reynolds numbers. The average value 
based on all data points in both data sets is 

4)(Re,)~-23.4 ( 4 x 1 0 3 < R e . < 7 x I 0 4 ) .  (4) 

The standard deviation of the data is 2,70, or 12% of 
the mean, which is reasonably consistent with the 
inverse square root of the number of measurements 
on which each data point is based. Taken separately, 
the lower Reynolds number data set does show a 
somewhat higher average value of dp(Re,) than the 
higher Reynolds number set, 24.5 vs 21.8. This might 
suggest a slight decline in 4)(Re,) with increasing Re,. 
However, the difference is within the standard devi- 
ation of the data taken as a whole, and we adopt 
equation (4) in what follows. 

The r.m.s, values of the vertical and horizontal fluc- 
tuating velocities differ by less than one standard devi- 
ation of the data scatter. The mean velocity com- 
ponents were found to be smaller than the standard 
deviation of the r.m.s, values. In the new data set, 
the average mean horizontal velocity was 0.7 cm s- ~, 
while its standard deviation was 0.9 cm s-~. This is 
to be compared with an average r.m.s, fluctuating 
velocity component of 9 em s-~. The average value of 
the mean vertical velocity measurements was 0.5 
cm s- ~ (downward), with a standard deviation of 0.5 
cm s -~. The data are thus consistent with the 
view that at the higher elevations (z/D > 3, say), tur- 
bulent fluctuations dominate over any remaining 
mean circulatory flow, and the turbulence is ap- 
proximately isotropic. 

3.2. LD V measurements 
Laser Doppler velocimetry was used in a cell which 

was essentially identical to the larger one of the two 
used in re['. [9] (D = 15.3 cm) except that a flat plexi- 
glass window was mounted on its side between the 
elevations z = 39.5 and 72,5 cm, at a (minimum) dis- 
tance of 7.2 cm from the axis. Since the test cell's 

nominal radius was 7.6 cm, the window did not cause 
a significant perturbation in the cylindrical geometry. 

The LDA was a back-scattered two-color system 
consisting of a Lexel model 95 ion laser and DISA- 
made optics, with the counter linked to a portable 
DEC MINC- 11 mini-computer. The use of two beam 
expanders in series resulted in a very small measuring 
volume, 40 × 40 × 600 ~m. Traverses through the cell 
were made by moving the test cell, which was mounted 
on a test table with vernier movements in three orthog- 
onal directions as well as rotation in a horizontal 
plane. The effect of pump vibration on the test cell 
and the optics was minimized by resting the pump on 
vibration absorbers and connecting it to the test cell 
via an 8 ft. long stainless steel flexible hose. Pre- 
liminary tests of the LDA system were carried out 
with the test cell replaced by a plexiglass disc which 
was filled with water and rotated at a known angular 
velocity. LDA readings of velocity were recorded with 
the pump turned off, and were found to agree with 
the imposed velocity to within 3%. The r.m.s, value 
of the velocity fluctuations (in this case caused by 
system noise) was about 5% of the mean. This figure 
did not change significantly when the centrifugal 
pump was turned on, which suggested that pump 
vibration was not a problem. 

For seedlings we used aluminum particles of size 
3/~m, which gave a signal-to-noise ratio of about 5; 
1 itm particles were also tested, but were found to give 
a poorer signal-to-noise ratio. 

3.2.1. Center/ine turbulence intensity. Figure 3 shows 
data for the distribution of r.m.s, fluctuating velocity 
as a function of depth below the interface, taken along 
the system's axis. The surface was at an elevation 
zJD = 3.67. Each data point is the average of five 
measurements of r.m.s, velocity, with each measure- 
ment derived from 104 velocity samples. The bars 
show the maximum and minimum values of the five 
measurements• Also shown on the figures as a broken 
line is the correlation equation (3) with 4)(Re,) taken 
as 21.8, the average value of the data taken in this 
system. 

At sufficient depths the turbulence distribution is 
approximately isotropic and decays gradually with 
increasing elevation z (decreasing y), in agreement 
with equation (3). Closer to the surface one enters the 
interfacial layer, in which the vertical velocity fluc- 
tuations are damped (the surface maintained an 
approximately horizontal state in all these tests) and 
their kinetic energy is imparted to the velocity com- 
ponents parallel to the surface, which are not con- 
strained at the interface (see also ref. [14]). Figure 3 
suggests that the interracial layer has a depth of about 
0.1D in our type of system. The mean velocity com- 
ponents are not shown, but are bounded by -0.01 
and 0.01 m s-  ~, that is, they are small compared with 
the r.m.s, velocity fluctuations. 

Figure 2 shows six LDV data points for 4)(Re,). 
These data points are derived by fitting equation (3) 
to each of the six data sets in Fig. 3, using only those 
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FIG. 3. Centerline distribution of r.m.s, fluctuating velocity 
as a function of  depth below the interface for (a) 
Re. = 2.91 x 10 a, (b) Re. = 4.01 x 104,(c) Re. = 5.77 x 10"k 

poin ts  which are b e l o ~  the intert21cial iaver. The 
results are  in r easonab ly  good  ag reemen t  with 

c/)(Re,) = 21.8, the average  value o f  the ~ideo da ta  
taken in this system,  a l t hough  they fall s o m e w h a t  
be low the line ~b(Re,)= 23.4 which represents  the 
average  for  all the video data .  

3.2.2. Radial distribution o f  turbulence intensity. 
Figure  4 shows  the radial  d i s t r ibu t ions  o f  bo th  the 
az imutha l  r .m.s,  velocity and  the m e a n  az imutha l  vel- 

oci ty at a d e p t h  o f  0.5 cm. As expected ,  the r .m.s.  
velocity tends  to decrease  as one  a p p r o a c h e s  the wall. 
The  da ta  in Fig. 4 can  be fitted app rox ima te ly  with 

c "- c(0)[l  + 0 . 0 6 ( r / ' R ) - 0 . 2 9 1 r ~ R t : ]  (5) 

where  R - D,2. This  equa t ion  may  be ~iewed as an 
'outer" tu rbu lence  d is t r ibu t ion ,  ana logous  to Coles" 
"law o f  the wake" in shear  flows [17] and  mus t  break 
d o w n  sufficiently close to the wall. ~ h e r e  viscous 
effects mus t  set in. By ana logy  with shea r  l lows, the 

viscous layer  th ickness  ~5, near  the wall can be esti- 
ma ted  f rom c ( 0 ) ~ / v  ~ 10, say, where  v is the kine- 
mat ic  viscosity.  This  yields 6~/R ~ O(10 ~), which 
suggests  that  equa t ion  (5) may  be ex t ended  fairly' c lose 
to the wall before  a significant depa r tu re  occurs .  
Hence ,  the averaye r .m.s,  velocity over  the in terface  

can be e s t ima ted  as 

G, = (l/foR-') r27rrdr ~- 0.90c(0) (6) 
j0 

where  v(0) is the  center l ine  value. 
3.2.3. Turbulence macroscale. Since our  measure -  

men t s  were res t r ic ted to a single po in t  at a given t ime, 
we def ine an integral  t ime scale as 

i - -  R(t) dt 17) 

where  

R(t) =- <v'(t" +t)c'( t ' )) /c:  18) 
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FIG. 5. Eulerian time correlation of the velocity at the centerline at a depth of 3 cm below the interface. 

is the Eulerian time correlation of the velocity at a 
given point. Here v' represents the fluctuating velocity 
component in a particular direction (we shall see that 
the time scale is approximately independent of the 
choice of direction), ( ) represents ensemble aver- 
aging, and v is the r.m.s, value ofv'. An integral length 
can now be defined as 

A -- (v t ) ,  = 0. (9) 

Figure 5 shows some examples of the function R(t )  
measured at the system centerline at a depth of 3 cm, 
with the interface at z j D  = 3.67. Each correlation was 
derived from four samples of 104 data points each, 
collected at about 100 Hz. The Doppler frequency 
counter was adjusted to the 'combined mode', so that 
each Doppler burst yielded only one datum after vail- 

dation. Table I summarizes all the results for R(t), t" 
and A. These data imply that, in the neighborhood of 
z / D  ~ 3.6, the integral length scale near the system 
centerline is approximately independent of Reynolds 
number, isotropic in direction (at least below the inter- 
facial layer) and given by 

A ~ 0.24D. (10) 
We shall use equation (10) as the characteristic macro- 
scale at elevations in the neighborhood of z /D  ~ 3.6. 
We note that the jet spreads to fill the entire cross 
section of the cell at z /D ~ 3, and that the macroscale 
should become 'locked' to the system diameter at 
higher elevations. Equation (10) should therefore not 
depend on z. 

3.2.4. Turbulence spectra. Figure 6 shows some 
examples of Eulerian time spectra [18] 
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Table 1. LDV measurements of integral time scale (t) and 
integral length scale (A = v}) in 15.3 cm diameter test ceil at 
a depth of 3 cm below the interface, v and } are based on 

centerline values 

c ( m s  ') i=-j~R(t) dt(s) A = vi(m) 

Horizontal 
components : 

0.062 0.58 0.0360 
0.082 0.44 0.0363 
0.116 0.34 0.0393 
0 160 0.24 0.0283 

Vertical 
components : 

0.062 0.58 0.0360 
0.088 0.42 0.0370 
0.13 [ 0.31 0.0405 
0.191 0.20 0.0382 

Average : A = 0.0365 m -~ 0.24D 

(1,(.I) = ]  e x p ( - i 2 = j i ) ( v ' ( t ' + l ) v ' ( t ' ) ) d e  (11) 
. )  

based on the corre la t ion of  ei ther the vertical or hori- 
zontal c o m p o n e n t  of  the fluctuating velocity. Here , / "  
is the frequency in hertz. 

At  a given Reynolds number,  the spectra of  the 
vertical and  hor izonta l  velocity componen t s  are 
approximate ly  identical, consistent  with an isotropic 
turbulence, and  decay at high f approximate ly  as 
f -  s 3 as expected in the inertial subrange  [18]. The 
points at which the spectra 'break" from the inertial 
subrange at low frequencies are approximate ly  con- 
sistent with the integral time scales of  Table  1. 

3.2.5. Conclusions. The turbulence intensity at the 
centerline of  the system of  Fig. 1 is given by equa t ion  
(3), with 4?(Re,) given in Fig. 2. A cons tan t  value of  
(/>(Re,) ~- 23.4 provides an adequate  fit o f  the data  for 
4 x 10 ~ < Re, < 70 x 103. Equat ion  (3) describes the 
r.m.s, value v of  a single componen t  of  the fluctuating 
velocity at  a point  below the interracial layer, where 
the turbulence is approximately  isotropic, and  can be 
used to define an extrapolated value Vb (see Section 5) 
of v from the bulk region to the interface. 

The average value of t '  over the cross section is 0.90 
times the centerl ine value. 

In the central  region of  the test cell, the integral 
length scale A based on the product  of  v and  the 
Eulerian integral t ime scale is 0.24D, where D is the 
system diameter.  

4. CONDENSATION RATE M E A S U R E M E N T  

The test cell was operated in steady state, with con- 
s lant  water level, by cont inuously  dra ining water at a 
slow rate. To begin with, the condensa t ion  rate was 
measured by two independent  methods,  a "thermal '  
method and  a 'mass" method.  The thermal  method [9] 
is based on measur ing the circulating volume flow rate 

and  the tempera ture  rise bet,,veen the outlet  and the 
inlet, and  determining the condensa t ion  heat t ransfer  
rate f rom the First Law, assuming negligible heat 
losses from the sides and bottom of the test section (a 
good assumpt ion  in our  tests). The mass method is 
based on measur ing the drainage mass flow rate under  
steady state condit ions,  and assuming that  it is due 
entirely to condensa t ion  at the interlace. 

These two methods  generally' agreed well at the high 
subcoolings typical of  most  of  the data  of  rcf. [9], but 
were found to depar t  from each other  as the sub- 
cooling was decreased (bulk tempera ture  increased), 
with the discrepancy being somewhat  erratic. Part  of  
this discrepancy was traced to the thermistors  which 
were used to measure the temperature  difference. A 
'matched" pair were used as in Sonin et al. [9], but tests 
showed that  the pair tended to become increasingly 
mismatched  as the absolute  temperature  rose, and 
errors  as large as 30% could result in the measure- 
ments  of  the lowest temperature  differentials, which 
occurred at the highest bulk temperatures.  For this 
reason, all the condensa t ion  rates reported here x~ ct-c 
measured using the mass method.  

The major  source of  error  in the mass method is 
water carried into the test section either by "wet' steam. 
or as a result of  condensa t ion  upst ream of  the main 
condensa t ion  interface. (The thermal  method is not 
prone to such error,  at least if the water  inflow is not 
too large, because it is based on a heat rather  than a 
mass balance and the sensible heat of  any incoming 
water  is typically very small compared  with the latent 
heat of  condensat ion. )  These errors were eliminated 
by lining the walls of  the steam settling tank, the steam 
inflow lines, and the test section walls above the water 
level with strip heaters and insulation,  and running 
all tests with these surfaces superheated,  so that  no 
condensa t ion  would occur and all droplets  would be 
vaporized before passing into the test section. Tests 
showed that  with no wall heating (zero steam super- 
heat),  the mass method tended to overest imate the 
true condensa t ion  rate somewhat ,  but  that the true 
value would be obta ined  provided the superheat  was 
main ta ined  at a level higher than a few C .  Note that  
a modest  steam superheat  (a few tens of  degrees, say} 
does not affect the condensa t ion  rate at the liquid 
surface because the added enthalpy which is associ- 
ated with the superheat  is small compared  with the 
latent  heat of  condensat ion.  As a final test for the 
absence of  condensa t ion  upstream of  the bulk water 
surface, the pump was turned off and a steady state 
was a t ta ined  with no turbulence on the liquid side. 
but  with the s team exhaust ing slowly from the vent in 
the test cell (see below), No measurable  condensat ion  
was detected. 

Air  or o ther  noncondensables  in the steam are also 
potent ia l  sources of  error  in all condensa t ion  measure- 
ments.  These were el iminated in two ways. First, data 
were taken only after the system, including the settling 
tank, had been thoroughly  flushed with at least 50 
system volumes of  steam, and the readings were 
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FIG. 6. Eulerian time spectrum of the velocity at the centerline at a depth of 3 cm below the interface. 

invariant with time. Secondly, to prevent the gradual 
buildup of  noncondensables which might result from 
even very small mass fractions of  air in the steam, a 
small amount  of  steam was continuously exhausted 
from the test cell via a central tube fairly close to the 
water surface, as in ref. [9]. The exhaust rate was set 
empirically in a range where its magnitude had no 
effect on the condensation rate (the concern here being 
that excess steam flow rate might increase the liquid- 
side turbulence by shear at the surface, while too low 
a steam flow rate might allow noncondensables to 
accumulate). The second measure proved to be 
unnecessary, since tests with the steam exhaust closed 
for up to an hour showed no decrease in the con- 

densation rate. Nevertheless, all data reported here 
were taken while a small amount  of  steam was exhaus- 
ted from the cell. 

Data  reproducibility was checked by recording the 
condensation rate at a standard condition at the 
beginning and gnd of  each day of  runs. The r.m.s. 
value of  the scatter in this data set was 3% of the mean. 

5. CONDENSATION SCALING LAWS 

We consider a pure vapor,  with temperature 7", 
and saturation temperature T ,  in contact with its 
subcooled autogenous liquid, The vapor is quiescent, 
but drifts toward the liquid surface, where it con- 
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denses and releases its latent heat hrg to the liquid. 
The liquid is in turbulent agitation. We restrict our 
attention to cases where the turbulence near the inter- 
face is the result of some mixing process or shear flow 
in the bulk of the liquid, deep below the surface, and 
not due to surface shear exerted by a horizontal vapor 
flow. Solid boundaries are remote from the tree sur- 
lace (i.e. many turbulence macroscales away) and do 
not affect the local condensation rate directly, 
although they may play a role in the energy balance 
that controls the 'bulk" liquid subcooling. Both the 
liquid-side turbulence and the condensation heat 
transfer process are assumed to have reached stat- 
istically steady states. 

Below the free surface there will be an interracial 
layer, about one turbulence macroscale thick, in which 
the turbulence and temperature distributions arc 
strongly affected by the interfacial boundary 
conditions. As one approaches the interface from 
below, the vertical velocity fluctuations will tend to 
be damped and the horizontal fluctuations amplificd, 
and the mean temperature will rise rapidly from the 
bulk to the saturation value. It is our premise that the 
local condensation rate can be completely specified 
in terms of the fluid properties and the turbulence 
conditions 'imposed' on the interface just below the 
interracial layer. This is a high Reynolds number (and 
not too low Prandtl number) modeling approxi- 
mation made in the spirit of dealing with interfacial 
layers in terms of inner and outer expansions. It leaves 
the question, however, of what constitutes a suitable 
definition of the 'imposed' turbulence. The turbulence 
in the bulk region, being generated from below, will 
necessarily decay in intensity with elevation even 
below the interracial layer, but at a rate which is lower 
than in the interracial region, as sketched in Fig. 7(a) 
(see also Section 3, and ref. [14]). 

We make the following assumptions. 

Tur&dence. We assume that the turbulence "at the 
surface" may be characterized by (1) the extrapolated 
value cb of the turbulence intensity r(y) from the bulk 
liquid region to the interface, ignoring the interfacial 
layer (Fig. 7(a)), (2) a similarly extrapolated tur- 
bulence macroscale Ab, (3) the liquid viscosity and (4) 
the liquid density. The first two define the large scales 
of the imposed turbulence; the last two, which are 
more specifically defined below, affect the energy cas- 
cade process and the small dissipative scales. 

In our own experiments, the turbulence below the 
interfacial layer is approximately isotropic, and the 
quantity' l'~ is defined as the extrapolated r.m.s, value 
of any shNle component of the fluctuating velocity 
from the bulk to the surface. 

Suhcoo]in~. The liquid subcooling is defined as 

AT =- 7~ - T~, (12) 

where 7", is the saturation temperature and Tu the 
temperature obtained by extrapolating the mean tem- 
perature in the bulk of the liquid to the surface, 

g 
v b 

~ v x ,v Z 

M..Vy 

(o) 

T$ = T b + AT 

T~ 

(b) 

~T 7 
(c) 

FIG. 7, Distributions of (a) r.m,s, velocit.v~ (b) mean ten> 
perature, and ~c) turbulent diffusivity. Definition of bulk 

values. 

ignoring the interracial layer (Fig. 7(b)). The tempera- 
ture gradient in the bulk liquid region is usually 
small compared with the gradient near the interface, 
and Tb can be interpreted as simply the local bulk 
temperature. 

Liquid properties. The liquid properties which affect 
the condensation rate are the viscosity, density, ther- 
mal conductivity and specific heat. The density, spec- 
ific heat and thermal conductivity of most liquids are 
relatively temperature insensitive, and we model these 
quantities as being uniform at their "bulk" values Ou, 
cpu and ).~. (In water, for example, these three change 
by - 7 ,  2 and I1%, respectively, as the temperature 
rises from 37 to 135~C, the maximum bulk to satu- 
ration temperature range in our experiments.) 

Liquid viscosity is highly temperature dependent, 
however, and may vary significantly in the interfacial 
layer. In water, ~ decreases by a factor of three as the 
temperature rises from 37 to 135C. This temperature 
dependence should strictly speaking be accounted for 
in the scaling laws, since reduced viscosity in the hot 
interracial layer may in principle affect the turbulence 
structure in that critical region, and hence influence 
the condensation rate. We do this by noting that the 
free volume theory of Hildebrand [19, 20] suggests 
that the viscosity of a liquid can be fitted over some 
range of temperatures and pressures with an equation 
of the form 
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I~-t = A + B T  (13) 

where A and B are constants. For all liquids in which 
equation (13) applies between the bulk temperature 
Tb and the saturation temperature T~, the viscosity 
can be expressed between those temperature limits as 

(l'b/~) = I + (/=b//=,- I ) ( T -  Tb)/AT (14) 

where/eb and #~ are the viscosities at bulk and satu- 
ration conditions. Equation (14) is a good approxi- 
mation for water between 37 and 135C. For cryo- 
genic liquids, the equation is usually a very good fit. 

Equation (14) implies that the viscosity is com- 
pletely specified by the temperature differential T-- Tb 
and the quantities/*b,/Ls and AT. 

Buoyancy and thermal stratification. Buoyancy 
effects will be accounted for in the Boussinesq 
approximation, where the buoyancy force in the equa- 
tion of motion is expressed as 9flb(T--T~), # being 
either the acceleration of gravity or an applied accel- 
eration normal to the interface, and fl~ being the 
liquid's bulk coefficient of thermal expansion. We 
characterize/3 by its bulk value (an approximation), 
even though fl depends significantly on temperature 
in many liquids and may have a different value in the 
hotter region near the interface. The bulk value is 
chosen because we are mainly interested in being able 
to properly scale the onset of  buoyancy effects, and 
less concerned with accurately scaling conditions 
where a hot stagnant layer has developed on the 
surface. 

Surface wariness. Surface waviness, always present 
to some degree on a turbulent liquid, is assumed not 
to affect the condensation mass flux. In our exper- 
iments, the amplitude V2b/9 of the turbulence-induced 
waviness was small compared with the turbulence 
macroscale (wavelength) At, that is, t'~/gAb << 1. 
Under these conditions, the surface is approximately 
horizontal, at least in the sense that its radius of cur- 
vature is large compared with the thermal layer thick- 
ness at the interface, and the condensation process 
will not depend on g except via the product/3bg which 
characterizes the buoyancy effects. 

Vapor properties. The condensation is assumed to 
be controlled by the rate at which the latent heat hrg 
is transferred from the interface to the bulk of  the 
liquid, and unaffected by any other vapor phase prop- 
erty. This is true if(i) the vapor's superheat and kinetic 
energy do not add significantly to the energy flux from 
the interface into the liquid, i.e. if cv~(~-TO/hr~ << 1 

" 2  9 and m /p~hrg << 1, and (ii) the momentum flux 
associated with the vapor's impact on the surface 
does not alter the liquid-side turbulence, i.e. if 
m-/pgpbt'g << 1. Here, rh is the condensation mass flux 
and the subscript g refers to vapor phase properties. 

These criteria are satisfied in typical condensation 
problems unless the vapor is very highly superheated. 
Chun et aL [21] have shown that violations may also 
occur at very high turbulence intensity and/or sub- 
cooling, where the condensation can become unstable, 

and transient, very high-intensity condensation bursts 
can occur. Such condensation bursts are not covered 
by the scaling laws discussed here. 

Based on the model presented above, the con- 
densation mass flux will have the following depen- 
dence : 

rh =J'(t'b. Ab, ltb,/t~,pb, 2b, ceb, AT, hrvflby). (15) 

It follows immediately from dimensional analysis that 

St = f ( Re, Ri, Prb, Pr,, Ja) (16) 

where 

St =-- rhht-g/pbcpbATt'b = condensation Stanton number 

Re =- pbVbAb//~b = turbulent eddy Reynolds number 

R i - f l b g A T A b / t ' ~ =  Richardson number based on 
turbulence intensity 

Prb = llbcp~/2b = bulk Prandtl number 

Pr S -/t~cpb/'~. ~ = saturation Prandtl number 

Ja -~ cehAT/'/it., :_ = Jakob number. (17) 

Strictly speaking there should be in equation (17) a 
sixth parameter which can be taken as t'~/CpbAT. It 
can be shown that this parameter is essentially the 
ratio of  the heat input which results from turbulent 
viscous dissipation to the heat input which results 
from the latent heat. Heating due to turbulent viscous 
dissipation is negligible in most condensation prob- 
lems, and hence this parameter should not affect the 
Stanton number. 

The eddy Reynolds number will be large in all cases 
where the liquid side is fully turbulent. The Rich- 
ardson number scales the buoyancy effects. In a gravi- 
tational field buoyancy effects tend to dampen the 
turbulence near a condensation interface, and to 
reduce the condensation rate. Based on data for anal- 
ogous mixing processes [22, 23], one expects that the 
effect will be negligible if the Richardson number is 
smaller than some critical value of order unity, and 
significant at higher Richardson numbers. The bulk 
Prandtl number Pr b scales the thermal and viscous 
diffusivities. The saturation Prandtl number Prs must 
be included if the viscosity difference between satu- 
ration and bulk conditions has a significant effect on 
the smaller scale turbulence structure near the inter- 
face. The effect of the Jakob number is discussed in 
Section 6 below. 

Equations (16) and (17) reduce essentially to the 
scaling laws of Sonin et aL [9] if buoyancy effects are 
negligible. The present derivation is, however, more 
rigorous and explicit in its assumptions. 

6. AN A N A L Y S I S  

One impediment to a purely empirical deter- 
mination of  the functional form of equation (16) is the 
fact that both the Richardson and the Jakob numbers 
depend on AT. We shall attempt to separate these 
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dependencies by means of the following analysis for 
the Jakob number dependence, which is an elab- 
oration of the one used by Sonin et al. [91. 

The Jakob number scales the feedback effect of the 
condensation-induced bulk flow on the condensation 
rate. This can be seen by noting that the thermal layer 
thickness 6, i.e. the effective thickness of the region in 
which the temperature drops from T~ to T b, is by 
definition 

#zh,-g ~/-hAE/,5. (18) 

Using equations (17) and (18), we can write the Jakob 
number as 

Ja = u¢&:z b (19) 

where 

z< = riZ/pb (20) 

is the bulk flow speed induced on the liquid side by 
the condensation. The Jakob number is thus essen- 
tiall5 the Peclet number based on the condensation- 
induced flow speed and the thermal layer thickness. 
This suggests that the condensation rate should 
decrease as the Jakob number increases, the flow vel- 
ocity being in the direction of the heat flux. 

A more quantitative idea of the Jakob number effect 
can be obtained by the following relatively simple 
theory. In the absence of mean liquid flow parallel to 
the surface (as in our experiments), the Reynolds- 
averaged temperature T(y) in the liquid is given by 

u~ ~,~7 = ~ (:~+~r) (21) 

where v is the distance measured from the interface 
toward the bulk of the liquid, u~ the condensation- 
induced flow speed given by equation (20), and 

<v'T'> 
(22) 

:q = - ~T 
c'y 

is the turbulent thermal diffusivity, <t,'T'> being the 
Reynolds-averaged turbulent heat flux divided by PG- 

Equation (21) is subject to the boundary conditions 

T ( O )  = E 

PbUchrg = --pbCpb2b(aT/a)'),.= O. (23) 

An integration of equation (21) yields 

lnEl  Ceb(T'-T) 1 F"' dy 
q- ]/t/rg J = Re ; g ~ T "  (24) 

The distribution of the 'bulk' liquid temperature 
TR(y) satisfies equation (21) with :~T equal to the ther- 
mal diffusivity aT~ in the bulk (see Fig. 7(c)). Inte- 
grating this equation fromy = 0, where Tu = Tb (Fig. 
7(b)), we obtain 

I-I + c..(T~ - Ts) ] 
' ~ '  h , - 7 - - - '  ~" dy 

(25) 

The difference between equations (24) and (25) yields 

+ /,1; / 

= u~d0 (:t+~)(:Z+:~T~) dy. (26) 

Now, for y larger than the interfacial layer thick- 
ness, T(y) ~ Tu(3') and :~r(_v) ~ :tvd 3"), and equation (26) 
reduces to an equation for u~, which can be converted 
to an equation for St via equations (20) and ( 17}. The 
result is 

In (l +Jell 
Si = ,5"t, (27) 

Jet 

where 

Sit; i ~_ Fb . (28) 
0 (:~ + :~r)(:e + :eT,) 

If it were now possible to argue that the con- 
densation-induced flow speed u~ does not affect the 
turbulent diffusivity :eTO') significantly, at least at 
small Jakob numbers, one could conclude that the 
function Sto should be independent of Jakob number. 
i.e. 

Sto = f(Prb, PG, Ri, Re). (29) 

Equations (27) and (29) would then give the Jakob 
number dependence of St. For Jet << 1, one has 

St ~- S t o ( l -  Ja/2) (30) 

which shows that Sto represents the Stanton number 
in the limit Ja ~ O, and that the Jakob number effect 
is small as long as Ja << 1. 

Equations (29) and (30) are based on the assump- 
tion that the turbulent diffusivity is not significantly 
affected by the condensation drift speed uc if Ja << 1. 
More specifically, the assumption is that the first- 
order correction term due to the dependence of St,~ 
on Ja be small compared with Ja:2. Whether this is 
in fact so cannot be proved conclusively until we have 
a better understanding of the turbulence near the free 
surface. In the present study the Jakob number was 
small (of the order of 0.I) and its effect on the con- 
densation was also small. However, it turns out that 
our data correlates somewhat better with the assump- 
tion that Sto is independent of Jakob number than 
with the assumption that the Jakob number effect on 
St is negligible. We therefore adopt equations (29) 
and (30) as a working hypothesis. 

Some further insight into the condensation process 
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may be obtained by noting that when equation (22) 
is expanded in Taylor series about  y = 0, and the 
boundary  condit ions at the free surface applied (zero 
shear, zero vertical velocity, uniform temperature at 
the surface), one finds that the first non-zero term is 
of the order ofy"  

~ T  = Y~"  "~- O ( y  3 ) ( y  = >  O )  ( 3 1 )  
r 

where z is a statistical property, with dimension time, 
of the turbulent  velocity and temperature fluctuations 
at the interface 

If we take as a working approximation for ~T(Y) 
for all y the equation 

1 r 1 
- - v  + - -  ( 3 3 )  ~(y) y- ~a(:,) 

which gives the correct results for both the limits 
of small and large y, and if we assume that :~va >> :~ 
everywhere, equation (28) simplifies to 

fo ~ dy S t o ,  ~ t'b (34) 
V 2 

r 

o r  

Sto = r w b \ z /  " 

This does not solve the problem, but simply reduces 
it to that of  determining the time scale z as a function 
of turbulence characteristics and fluid properties. 
Results similar to equation (35) have been derived by 
King [3], Ledwell [24], and others, Our derivation 
emphasizes the point that, provided the molecular 
diffusivity :~ is everywhere small compared with the 
turbulent diffusivity xvB associated with the bulk 
liquid, the quanti ty Sto is unaffected by :~ra(Y), regard- 
less of the thickness of the interfacial thermal layer. 
Equations (31) and (35) link the condensation rate to 
the turbulent  diffusivity distribution near the inter- 
face. 

7. C O N D E N S A T I O N  RATE CORRELATION 

The experimental variables over which we exercised 
control were four:  bulk temperature Tb (via the heat 
exchanger), saturation temperature Ts (via system 
pressure), liquid-side turbulence intensity Vb, and tur- 
bulence macroscale Ab. vb is taken as the average value 
over the free surface (see equations (3) and (6)) 

Vb ----- (Vb)av = 2 1 . 1 ( Q / O d )  e -~'2:,D. (36) 

The macroscale is given in terms of system diameter 
by equation (10). 

Table 2. Test matrix for condensation tests (see Figs. 9--11) 

(a)  Symbols for test conditions 

L (oc) 
Tb (°C) 135 103 

37 • (3 
57 • [] 
71 • 
82 • 

With line through data points : D = 3.8 cm. 
Without line through data points : D = 10.2 cm. 

(b) Prandtl number 

Prs 
Prb 1.3 1.7 

4.65 • (3  
3.15 • [] 
2.55 • 
2.2 • 
1.5 "k 

With line through data points : D = 3.8 cm. 
Without line through data points: D = I0.2 cm. 

(c) Jakob number 

Prs 
Prb 1.3 1.7 

4.65 0.19 0.12 
3.15 0.15 0.09 
2.55 0.I 3 0.06 
2.2 0.11 0.04 
1.5 0.03~.06 

Table 2 summarizes the bulk and saturation tem- 
peratures chosen for the test matrix and lists the cor- 
responding liquid Prandtl  and Jakob numbers. 

Figure 8 shows typical data of condensation mass 

• , . , • , . , . , . , . , . 

Pr6 = 4.65 
20 (T~ = 37°c) 

, ~ P r ,  - 1.3 
/ / (T~= 135°C) 

6z x 104 . / . / / ~  
(kg/mZs)  

10 
/ / z  

,i / ~  "--(T. = I03°C) 

0 ' f '  ' ' ' ' ' ' ' ' ' a , L , 

o lO 
vb x 102 

(m/s) 

FIG. 8. Condensation mass flow rate vs turbulence intensity 
for steam and water at P r  b = 4.65 (Tb = 37°C). 
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flux vs liquid-side turbulence intensity Vb. taken in the 
larger system (D = 10.2 cm) at constant bulk and 
saturation conditions. The upper bound of  Vb is con- 
trolled by the requirement that the amplitude of  the 
surface waves remain small (below about  1/2 cm in 
the larger system, as determined by visual inspection), 
so that the interfacial area can be approximated as 
rrD: 4. Note  that the two data sets have different satu- 
ration conditions and therefore different subcooling. 

In what follows we present all data in terms of  the 
modified Stanton number 

which is assumed to be independent of  Jakob number. 
Some support for this independence may be deduced 
from the data correlation (see the discussion at the 
end of  this section). 

The Reynolds and Richardson number depen- 
dencies are at first sight difficult to separate because 
both these numbers vary with the experimental vari- 
ables. It appears, however, that the condensation 
Stanton number is insensitive to Reynolds number. 
Figures 9 and l0 show all our data for Sta, plotted 
tirst against Reynolds number and then against Rich- 
ardson number. Re and Ri are related by 

R i = G r ' R e  : (38) 

where the Grashof  number 

Gr =- f ihaTgA 3b/V~ (39) 

depends mainly on the system diameter via A~. 
All the data plots show the same trend. For  given 

system size, the Stanton number reaches a constant 
(maximum) value at sufficiently high Re or sufficiently 
low Ri, but declines sharply ,,,,'hen Re is reduced below 
a critical value, or when Ri becomes significant com- 
pared with unity. The decline may in principle be 
due to high Richardson number (i.e. damping of  the 
turbulence by thermal stratification near the surface), 
low Reynolds number (i.e. damping of  the turbulence 
by viscous effects), or  both. A comparison of  the data 
taken in the large and small systems suggests that 
viscous damping can be ruled out : both systems exhi- 
bit the same maximum values, and no decline from 
the maximum value occurs in the small system at 
Reynolds numbers where a decline was observed in 
the large system. On the Richardson number plots, 
the data from both systems collapse onto the same 
curve. The figures clearly imply that, at least in the 
range of  Reynolds numbers investigated, the Stanton 
number depends on Richardson number and bulk 
Prandtl number but not on Reynolds number. In 
addition, the plots against Ri show no difference 
between the two values of  saturation Prandtl number. 
Our data thus suggest that 

Sto ~- Sto(Ri,  Pr~) (40) 

3 5 0 <  R e <  11000 

1.3 < P r  < 1.7 

1.5 < Pru < 5 

0.03 < Ja  < 0.2 

The functional form of  equation (40) is defined in Fig. 
10, and summarized in Fig. 11. 

The effect of  thermal stratification was visible to the 
naked eye, particularly at low bulk temperatures and 
with back lighting which tended to give rise to a 
shadowgraph effect. At turbulence intensities where 
Ri was of  the order of  1-3, sat', one could observe 
a hot layer at the surFace, a few millimeters thick, 
which was formed and then periodically swept away 
by an energetic eddy. At still lower vh (Ri - 10), the 
turbulence was not intense enough to overcome the 
damping effects of  the thermal stratification, and the 
hot layer would no longer be swept a~av. At the 
lo````est turbulence intensities (Ri ~ 50). stagnant hot 
layers of  the order of  3 cm thick were observed 
beneath the interface. 

The limit R i ~  0 where the effect ol" thcrm:il strati- 
fication is negligible may be obtained by extrapolating 
the data to Ri = 0. The result is sho,a n in Fig. 12. and 
can be represented by' the equation 

SI , ,=  O.O198Pr( ° ~ {Ri=>I)). (411 

The bars in Fig. 12 represent our assessment of the 
uncertainty in determining the limit Ri ~ 0 (rom the 
data in Fig. I0. 

At Ri > 3.5. on the other hand, the data for all Prh 
tend to fall approximately on a common cur~e (Fig. 
I lL  which can be represented as 

Sto ~ - 0 . 0 1 3 6 - 8 . 1 × 1 0  4Ri 13.5 < R, '< 15). 

(42) 

Finally, some comments  about our assumption that 
the modified Stanton number defined in equation (37) 
is independent of  Jakob number, which ~ ould suggest 
that the Stanton number should depend on Ja accord- 
ing to 

St  ~ Sto(1 - Ja : ' 2 )  (Ja <~ 1). (43) 

Figure 13 shows three data sets of St  vs Ja. Each set 
is taken at constant Prh and essentially constant Re. 
The Jakob number was varied by changing the satu- 
ration temperature from 140 to 102 C (Pr, from 1.25 
to 1.7). Within each set the Richardson number varies 
with the Jakob number, but remains relatively small 
throughout the data range (see Table 3). so that its 
effect on Sto is not large. Also shown on the figure are 
"theoretical" cur``'es based on equation (43) ~ith Sto 
taken from Fig. 10. The agreement bet~een exper- 
iment and "theory" is satisfactory. Ho~ever ,  the 
dependence on Ja  is so slight in our data that it is 
almost masked by the data scatter. We can say only 
that equation (43) appears to fit the data somewhat 
better than an assumption that St is independent of 
Ja. 
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FIG. 9. Reduced Stanton number vs Reynolds number. See Table 2 for symbols. 

8.  C O N C L U D I N G  R E M A R K S  

Our data suggest a condensation rate correlation of 
the form 

St  = Sto(Ri,  Prb)(i - -Ja/2)  (44) 

where the modified Stanton number  Sto is given in 
Fig. 10. The data correlation should be applicable for 

3 5 0 < R e <  11000 

Ri  < 15 

I < Prb < 6 

1 < P r s < 2  

Ja < 0.2. (45) 

These conditions apply not only to steam and water 
but also to most cryogenic fluids at normal pressures. 
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In the limit R i ~  0 of  negligible buoyancy effects, 
Sto is given by equation (41), and the condensation 
heat transfer process can be represented in terms of  a 
Reynolds-averaged energy equation with a turbulent 
diffusivity given near the interface by 

:~r/v = 9.67 x lO-4(Vb.i,/v)2Pr TM. (46) 

Equation (46) follows from equations (31), (35) and 
(41). The Stanton number begins to fall below equa- 

tion (41) when Ri reaches values of  the order of  1 2. 
This is consistent with studies of  turbulence structure 
in stably stratified flows [13, 15, 16, 22, 23]. At 
Ri > 3.5, Sto appears to become relatively insensitive 
to the bulk liquid Prandtl number and is given 
approximately by equation (42). 

The Prandtl number dependence in equation (41) 
differs from the correlation proposed by Sonin et al. 
[9], which had no dependence o n  Pr b. Most of  the 
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FtG. 13. Condensation Stanton number as a function of 
Jakob number. Data obtained by varying saturation tem- 

perature. See Table 3 for test conditions. 

Table 3. Test conditions for Fig. 13 

Symbol Tb CC) Re Ri 

[] 88 4370+ 135 0.6-2.3 
O 57 3020 + 70 1.5-2.8 
• 37 2300 + 80 1.2-2. I 

data on which their correlation was based were taken 
at relatively low bulk temperatures, where Pr  b had 
values of approximately 4-6. At Prb -- 5, our equation 
(41) gives Sto  " 0.0116, in good agreement with Sonin 
et al. [9] if one compensates for the fact that their 
correlation was based on the center[ine r.m.s, velocity 
while our  present one is based on the average value, 
which is 10% lower. Their conclusion about the lack 
of Pr  b dependence, however, was based on a small 
additional subset of  data (their Fig. l l) which was 
taken at high bulk temperatures. We speculate that 
the apparent insensitivity to bulk temperature was in 
fact caused by the systematic thermistor error which 
we found present at high temperatures in the thermal 
method which Sonin et al. [9] used for measuring the 
condensation flux (see our Section 4). 

To our knowledge the dependence on Prandtl  
number has not been previously measured for con- 
densation at a turbulent free surface. Our present data 
indicates that at Prandtl numbers in the range 1.5-5, 
the index n in S t  ~ Pr2"  is about I/3. We note that 
the analogous exponent for the Schmidt number 
dependence in gas absorption at a liquid free surface 
is usually taken as n ~- 1/2 (see for example Ledwell 
[24] and also Khoo [25], who performed mass transfer 
experiments in the same type of test cell as we used in 
our present work), although exponents as high as 
unity have been suggested [26]. Gas absorption is, 
however, a high Schmidt number transport problem, 
with Sc  ~ 500. At a solid boundary, the Stanton 
number  based on the friction velocity u ,  is pro- 
portional to Pr~  2/3 at high Prandtl  numbers [27]. 

Insofar as a quantitative comparison is possible 
[28], the present correlation is essentially in agreement 
with the steam condensation data of Thomas [10], 
where the turbulence was generated from below the 
interface. Our correlation is strictly speaking not in- 
tended for flows like Jensen and Yuen's [1 I], where the 
liquid-side turbulence is generated by shear at the free 
surface itself. Such turbulence is anisotropic and varies 
strongly near the surface, and cannot necessarily be 
adequately characterized by the quantities eb, Ab, 
and/~b. Nevertheless, ifa direct comparison is attempted 
[9], one obtains agreement within a factor of two. 

None of the simple models which have been pro- 
posed for gas absorption can be adapted to explain 
both the velocity and Prandtl  number  dependence of 
our equation (41). This has led us to attempt a direct 
numerical simulation of the problem, based on the 
full unsteady Navier-Stokes equation and energy 
equation. The computational domain is one macro- 
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scale deep, and an artificially generated ' isotropic tur- 
bulence" is applied at the lower boundary ,  which is 
supposed to represent the "bulk' liquid side [29]. While 
this s imulat ion suffers f rom some problems which 
arise from the artificial lower boundary  condi t ion,  the 
agreement  with the present data  is promising.  

The S tan ton  n u m b e r  correlat ion presented in this 
paper expresses the free surface condensa t ion  rate in 
terms of  fluid propert ies and two local a t t r ibutes  of  
the liquid-side turbulence below the interracial layer, 
the r.m.s, velocity z'b and  a macroscale Ab. These two 
parameters  must  be available if the correlat ion is to 
be applied in a part icular  case. In principle, tt, and Ab 
can be obta ined  (only t'+, is required if Ri is small) 
from empirical scaling relations, where available, or 
from a computa t ion  of  the liquid-side flow field based 
on a turbulence model. If  A+, is required, it becomes 
necessary to first establish how this quant i ty  is related 
to whatever  macroscale appears  in the par t icular  
empirical correla t ion or turbulence model that  is being 
used. We expect that  A ,,'+'ill be propor t iona l  to atly 
other definition of a macroscale, say l. The coefficient 
of proport ionali ty can be obtained from a single ca l f  
bration.  If l is obta ined from an experimental  cor- 
relation, one must  have available one s imul taneous  
measurement  of  both  l and A, or predict the relation- 
ship theoretically. If l is derived from a turbulence 
model, it will often lack a physical definition. In that  
case a numerical  cal ibrat ion is necessary for the ratio 
of A and l. The cal ibrat ion can be achieved by exercis- 
ing the chosen turbulence model on our  test cell. and 
compar ing  the predicted l with our  experimental  cali- 
brat ion for A, equat ion  (10). For  example, Sonin et 

al. [91 made an a t tempt  to determine the k-~+ model 
length scale L ~/, '~ -'/e in the system of  Fig. 1 by fitting 
a one-dimensional  analytic solution of  the/,-~, model 
to their da ta  for the axial d is t r ibut ion of  r. They 
obtained the result that  L -- 1.1D for 3 < . - D  < 4, 

~hich  suggested that  Ab -- 0.22L. Their  ca l ibra t ion 
can, however, be criticized on the grounds  that  a one- 
dimensional  model neglects radial diffusion of  tur- 
bulent kinetic energy to the walls. Recently, Hasan 
and Lin [30] solved the k-g model for the complete 
axisymmetric  system of  Fig. 1, including the entire 
flow field from the nozzle exit upward.  Thei r  results 
indicate that  with the sttrface at z~/D = 3.67, L ranges 
from abou t  0 .4D to 0.6D at the centerline, depending 
on depth below the interface, and  drops  to lower 
values near the walls. However,  Hasan and  Lin's cal- 
culat ions are not  wi thout  problems of  their  own, and 
show what  appear  to be unrealistic predict ions for 
large z 'D .  These apparent ly  stem from the difficulty 
one encounters  in applying proper  bounda ry  con- 
ditions for/,- and  e at the free surface. I f  our  correlat ion 
is to be applied to cases where the Richardson  number  
is not small, a means of  predicting A is required. 
Fur ther  work is clearly needed in order  to establish 
the rat io between A and  the length scales tha t  appear  
in the turbulence models which are applicable to free 

surI,tce problems.  
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FORMULE POUR LA CONDENSATION DE LA VAPEUR PURE SUR UN LIQUIDE 
SOUS-REFROID! TURBULENT 

R4sumg--On pr~sente une formule empirique pour la condensation de vapeur pure sur un interface de 
liquide sous-refroidi turbulent. La formule exprime la d~pendance de la condensation vis-a-vis des pro- 
pri+t+s des fluides, de la turbulence du liquide (qui est imposre par dessous) et des effets du flottement sur 
la couche thermique interfaciale. La formule est tir+e des experiences avec l'eau et sa vapeur, mais sous des 

conditions qui simulent les fluides cryogrniques typiques. 

KORRELATION FOR DIE KONDENSATION EINES REINEN DAMPFES AN EINER 
TURBULENT STROMENDEN, UNTERKl~HLTEN FL~SSIGKEIT 

Zasammenfassung--Es wird eine empirische Korrelation fiir die Kondensation eines reinen Dampfes an 
einer unterkiihlten, turbulent str6menden Flfissigkeit ohne Schubspannung an der Phasengrenze vorgestellt. 
Die Korrelation gibt die Abh/ingigkeit der Kondensationsstromdichte yon den Stoffeigenschaften der 
Fl/issigkeit, der flfissigkeitsseitigen Turbulenz (die yon unten au~epr/igt wird) und yon den Auf- 
triebseffekten in der thermischen Grenzschicht wieder. Die Korrelation wurde aufgrund yon Versuchen 
mit Dampf und Wasser aufgestellt, jedoch unter Bedingungen, die auch ffir typische kryogene Fluide 

gelten. 

CKOPOCTb KOHJIEHCAIIHH qHCTOFO rlAPA HA "rYPBYJIEHTHOI7I HEJIOr'PETOPl 
~KH~KOCTH 

AHHOTatmm----I-IpHBo~U4TCS 3MrlHpHqcczoe COOTHOmeHHe, onHcHBalomec ICoI~eHcalIHIO qHCTOrO n a p a  Ha 
HeIIorpcTO~ Ty6yJIeHTHOfi 7~I4~I(OCTH C MeXf~a3HOfi rpaHHlXefi 6¢3 C~LBHra. COOTHOmeHHe yHHTblBaCT 
3aBHCHMOCTb CROpOCTH KOH~IeHcalIHH OT CBO~CTB XI4D~OCTH H ra3a,  Typ~yJIeHTHOCTH XCA4~KOCTH 
(KOTOpag n a n a r a c T c s  CHH3y) H ~ K T O B  IlO]I~MHI~IX CHJI B Me>K(~HOM TeH.rIOBOM CJIOe. COOTHOmeHHC 
BI~BO~J4TC~! Ha OCHOBe 3KcrlepHMeHTOB C BO~JIHI,IM napoM H BO~lOfl S ycJIOSHgX, Mo~eJIHpylomHx THHHq- 

Hhle KpHoreHHble XH~OCTH. 


